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Abstract — in this article is considered a problem of pre-
diction amount generated energy from renewable sources
with the help of a neural network. Our system can be part of
some systems for tasks of managing distribution of energy.
First our mission is to analyze information. We sorted all
incoming data form renewable sources and divide them on
four types each for the season (summer, autumn, winter,
spring). The second one is that we predict future values using
recurrent neural network called “Nonlinear autoregressive
model process with exogenous input” (NARX) that trained on
previous data from the sources and weather conditions that
already been sorted by the season for more accurate values.
In this paper, we will closely analyze this prediction model
and give some modelling results. After we have predicted
values we can analyze and compare it with estimate con-
sumption level, then we can control distribution of electric
energy over the grid by unplugging some not important sys-
tems. If we can’t equalize levels of regeneration and con-
sumption we convert our system to general source of electric
energy to buy some time to renewable source recharge the
battery. The system mostly independent but it’s can be inte-
grated in a big or small Smart Grid. Such systems often in-
clude renewable sources of energy and they need maintaining
distribution. In addition, our system can save money just
because the main priority of it is efficient use of electric ener-
gy. We all know that energy from renewable sources is
cheaper than from general electric grid and system try to use
it on 100%.

Keywords - control system; neuron network; NARX; Smart
Grid; Levenberg-Marquardt optimization; Bayesian regulation.

l. INTRODUCTION

The task of energy-efficient management of electricity
consumption and generation is extremely important for
small and big networks. In our time usage renewable
sources is more and more common, but it’s not that simple
just buy solar panel and plug it into the network, at first, we
need some interconnections that includes batteries and dif-
ferent converters, then we need control system to manage
all incoming generation and maintaining all power con-
sumption. During the development of control systems, it is
necessary to predict the values of power generating of elec-
tricity. Since the volume of the generating charts database
must be sufficiently large to allow prediction to be reliable,
it is advisable to apply modern mathematical approaches to
processing these graphs, in particular, variant of recurrent
neural network ‘“Nonlinear autoregressive model process
with exogenous input” (NARX). Based on the creating of a
database of daily dependencies of consumption for differ-
ent seasons, it’s possible to form four various small data-
base and apply them to train our prediction network for

more reliable result. Even with all our precaution predicting
value still be not perfect so our system must have feedback
connection that ensure that error would be in certain limits.
So, with all that predicted data we can effectively response
for all rise and falls of generating energy. If total generated
energy within the hour will be not enough then we must
decide what to do: we can connect our network to general
electric grid but it would be costlier and not effective or we
can unplug some no critical systems to just level of con-
sumption we need. Of course, the second one is more effec-
tive but system must understand what is really in our need,
maybe not now, but after some time environment can
change and unpredictable humans may use what we disable
some time ago. In this paper we didn’t consider about it but
have in mind that's although possible situation at some
point.

Il.  MAIN BLOCKS

To be more concrete our database consists of tempera-
ture data, power generation data and cloudiness data. All
of that data must be categorized by different seasons
(summer, autumn, winter, spring).

Firstly, new data from sources passing distribution be-
tween seasons so that prediction network would training
only on data within short limit, of course, there would be
some unique values but if we gather enough data there are
so small amount of them so they can be forgotten.

After sorting, values pass to our predicting network
NARX. This is a powerful class of models which has been
demonstrated that they are well suited for modeling nonlin-
ear systems and specially time series. One principal appli-
cation of NARX dynamic neural networks is in control
systems. Some important qualities about NARX networks
with gradient-descending learning gradient algorithm have
been reported: (1) learning is more effective in NARX net-
works than in other neural network (the gradient descent is
better in NARX) and (2) these networks converge much
faster and generalize better than other networks [1].

MODEL

A state space representation of recurrent NARX neural
networks can be expressed as:

_F(uk), z(k)),i =1
z(k+1) = {Zi(k); i=23, ...,N}

Where the output y(k) = z;(k) and z,i =1,2,...,N,
are state variables of recurrent neural network and u(k) is
past observation, k is time instance.

The recurrent network exhibits forgetting behavior, if:
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Where z is state variable, m is number of steps, “I” de-

notes the set of input neurons, “O” denotes the set of output
neurons, “K” denotes the time index set [2].
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The NARX model for approximation of a function can
be implemented in many ways, but the simpler seems to be
by using a feedforward neural network with the embedded
memory (a first tapped delay line), as is shown in figure 1,
plus a delayed connection from the output of the second
layer to input (a second tapped delay line).

u(k)

Fig. 1. NARX model.

Making the network dependent on dy previous sequence
elements is identical to using d, input units being fed with
dy adjacent sequence elements. This input is usually re-
ferred to as a time window since it provides a limited
viewed on part of the series. It can also be viewed as a sim-
ple way of transforming the temporal dimension into an-
other spatial dimension [2].
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Fig. 2. NARX model with two tapped delay lines for two time series
applied at NARX input.

In practice it was observed that forecasting of a time se-
ries will be enhanced by simultaneously analyzing related
time series. For example, electrical power consumption for
the next day will be better predicted if taken together, last
pc day consumptions and last p: environment temperatures
are simultaneously applied as inputs to the neural networks.
The architectural model in figure 2 is make to test this hy-
pothesis A generalized implementation of this model al-
lows the input and output to be multidimensional, and thus
applying to the “multivariate” type of time series.

For the architectural model in figure 1 the notation used
is NN (dy, dy; N) to denote the NN with d, input delays, dy
output delays and N neurons in layer 1. Similarly, for the
architectural model in figure 1 the notation used is NN (du,
duz, dy, N)

For the NN models used in this work, with two levels
(level 1 surnamed input layer and level 2 or output layer),
the general prediction equations for computing the next
value of time series y(k+1) (output) using model in figure 2,
the past observation u(k), u(k-1), ..., u(k-dy) and the past
outputs y(k), y(k-1), ..., y(k-dy) as inputs, may be written in
the form:

y(k +1) = Fy {wp
N
+ Z Who * Fp(Wpo
h=1

+ Z wipu(k — i)
i=0
dy

£ Wy (ke = )
=0

For the model in figure 2, the prediction equations for
computing the output value y(k+1) using the past observa-
tions ui(K), ui(k-1), ..., ui(k-dy) for the first time series, the
past observations uz(k), uz(k-1), ..., us(k-dy) for the second
time series and the past outputs y(k), y(k-1), ..., y(k-dy) as
inputs, may be written in the form [3]:

Yk + 1) = Fo {wpo + SNoy Wno * Fo(Wno +
Yy Witk (k - 1)) + D02, wipnup(k —
i) + 2 winy (k= ) }

LEARNING ALGORITHM

For learning purposes, a dynamic back-propagation al-
gorithm is required to compute the gradients, which is more
computationally intensive than static back-propagation and
takes more time. In addition, the error surfaces for dynamic
networks can be more complex than those for static net-
works. Training is more likely to be trapped in local mini-
ma [4]. The selected training method in this work uses the
advantage of availability at the training time of the true real
output set. It is possible to use the true output instead of the
estimated output to train the network which has the feed-
back connections network which has the feedback connec-
tions decoupled (cut). The decoupled network has a com-
mon feedforward architecture which can be trained with
classical static back-propagation algorithm. In addition,
during training, the inputs to the feedforward network are
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“just the real/true ones — not estimated ones, and the training
process will be more accurate. The training process has
some difficulties. One is related to the number of parame-
ters, which refers to how many connections or weights are
contained in network. Usually, this number is large and
there is a real danger of “overtraining” the data and produc-
ing a false fit which does not lead to better forecasts. For
NARX neural network model the number is given by p =
(dy + dy + 2) N. A solution is penalizing the parameter in-
crease [4]. This fact motivates the use of an algorithm in-
cluding the regularization technique, which involves modi-
fying the performance function for reducing parameters
value. Practically, the typical performance function used in
training, MSE, is replaced by a new one, MSEreg, as fol-
lows:

N

= %Z(ti —y)?

1,
MSE = & Z(ei) .
i=1 =1

n
1
MSW = —Z w?
n
j=1

MSEreg = EMSE + (1 — §)MSW

where t; is the target and & is the performance ratio. The
new performance function causes the network to have
smaller weights and biases, and in this way forces the net-
work response to be smoother and less likely to overfit.

The network training function that updates the weight
and bias values according to Levenberg-Marquardt optimi-
zation was modified to include the regularization tech-

nique. It minimizes a combination of squared errors and
weights and, then determines the correct combination so as
to produce a network which generalizes well. The process
is called Bayesian regulation.

In general, in function approximation problems, for
networks that contain up to a few hundred weights, the
Levenberg-Marquardt algorithm will have the fastest con-
vergence. This advantage is especially noticeable if very
accurate training is required. However, as the number of
weights in this network increases, the advantage of this
algorithm decreases [4].

POST PREDICTION SYSTEM

So, after we have our prediction and it's close too future
real values we can manage processes generation and con-
sumption. First of all, we must check if all the generation
power is enough to supply all our consumption. On this
stage we sum predicted values and search for arithmetical
mean and of course we know estimate future average value
of consumption, so we compare this and make some deci-
sions. If our difference is more than zero and it's means
prediction values are in appropriate level of consumption
we fine to only maintain system as it’s. If difference is less
we check how big this difference and plug out not im-
portant systems.

I1l.  RESULTS OF MODELLING

Our model consists of table of data in Excel that already
been sorted by seasons and some values of estimate level of
consumption also sorted by seasons. Some of these values
you can watch in table 1:

TABLE I. PART OF A DATABASE.
Temperature, € Generation, KW Estimate level of consumption, MW

sum aut win spri sum aut win spri sum aut win spri
25 11 -5 0 30 25 10 15 2 25 45 35
23 19 -3 1 28 24 9 14 Cloudness

27 18 -1 3 31 23 11 12 03 0,2 05 0,6
30 17 -8 5 27 20 8 14 0,4 0,5 0,6 0,4
23 16 -10 6 30 24 10 13 03 04 0,3 0,3
25 15 -11 2 28 20 11 17 0,5 0,3 0,2 0,4
26 12 -15 3 29 19 13 16 01 03 08 05
27 12 -13 7 31 21 12 15 0,2 0,4 0,9 0,3
27 15 -10 8 32 22 8 15 05 0,2 0,6 0,6
28 14 -7 8 33 20 9 16 0,6 0,6 0,7 04
29 13 -9 5 30 19 10 18 03 0,6 0,5 05
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This data has needed to predict future values by using IV. CONCLUSION
modeling platform called MATLAB. So, we use special Our system solves some problems of controlling in
MATLAB function to perform our NARX neuron network  complex systems such as Smart Grid. It can manage distri-
[5]. bution of energy across the network and unplug some parts

of it to prevent the situation when power is not enough or
can use some external sources of the energy. This system is
only on stage of theoretical modeling and needed more
time to fully be appropriate to development. As we said
before system need more thorough algorithm to decide
what to do in different circumstances it will be more likely
as real virtual intelligent that can make decisions based on
previous experience and estimate predictions. Of course,

r

Fig. 3. Model of NARX in MATLAB function. we need a lot of data to perform such a difficult system and
strong computational apparat. Neuron network will be
e more and more our salvation for the future.
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Cucrema aBTOMaTH4ECKOTO KOHTPOJIS SHEPronoTPEOICHUS
HAa OCHOBE HEUPOHHOM CETU

Kusornag O.C.

CTYACHT Ka(eapu MPOMHKCIOBOT €JICKTPOHIKH,
HarionansHU# TeXHIYHAN YHIBEpCUTET YKpaiHu
«KuiBcbkwii mONiTeXHIYHUHA iHCTHTYT M. [ropa CukopcrKroroy,
VYkpaina

VY wiii cTaTTi po3rIaaacThes mpoblieMa MPOTHO3YBaHHS KiJbKOCTI BHPOOJIEHOIT eHeprii 3 MOHOBIIOBAHUX JDKEpEN 3a JIOMOMOTOI0
HelipoHHOT Mepexi. Haa cucrema Moske OyTH YacTHHOIO ISSIKMX CHUCTeM IS 3aBIaHb YIpaBliHHs po3noaiioM eHepril. [lepmia Hamra
Micist - e aHani3 indopmaii. Mu BigcopTyBaiu BCi BXiJHI JaHi 3 HOHOBIIOBAHHUX [DKEPEN 1 PO3AUIHIIN X HA YOTHPU THUIH 33 CE30HOM
(tmiTo, OCiHB, 3UMa, BecHa). Jlpyra moiirae B TOMY, IO MH ITPOTHO3YEMO MaifOyTHI 3HAYCHHS, BHKOPUCTOBYIOUH NIEPIOHIHY HEHPOHHY
Mepexy Mg Ha3Bow «HemiHiiiHHI mporiec aBTOperpecuBHOi Mozeni 3 ex3oreHHUM Bxomom» (NARX), skuil TpeHyBaBCs 3a TOIe-
peIHIMH TaHHMH 3 JDKEpET Ta MOTOIHUX YMOB, SIKi BKe OYJIH BiICOPTOBAHI 3a CE30HOM /sl OLIBII TOYHUX 3HAYCHb. Y Wil poOoTi MU
JETaNBHO MPOAHAI3yEMO I[F0 MOJENb MPOTHO3YBAaHHS Ta JaMO IEsAKi pe3yJbTaTH MOZENoBaHHs. IIicas Toro, sk MH nepeadaduiin
BEIMYMHHM, MH 3MOKEMO IPOAHAJi3yBaTH Ta MOPIBHATH iX i3 OLIHOYHUM pPIBHEM CIOXKHBAHHS, TOAI MH MOXXEMO KOHTPOJIOBATH
PO3MOIIT €JIEKTPUIHOT CHEPTil MO eJIEKTPOMEPEIKi, BiIKITIOUMBIIH KiJIbKa HE BKIMBUX CUCTEM. SIKIIIO MH HE MOXXEMO 3piBHATH PiBEHb
pereHepaii Ta CHOXXUBAaHHS, MH IEPETBOPUMO HaIlly CHCTEMY Ha 3arajbHe JUKEPEeJIo eJeKTPUYHOI eHepril, o0 BUTrpaTH JASsKUH 4ac
JUTsL BiTHOBITIOBAJIEHOTO JDKepena, o0 3apsaauti akymyisitop. Cucrema 31e01IbIIoro He3ajuexKHa, ane BoHa MoXe OyTH iHTerpoBaHa y
BenuKy ui Maimy Smart Grid. Taki cucTeMH 4acTo BKJIIOYAIOTH BiJHOBIIOBAHI JpKepena €Heprii, i BOHH MOTPeOYrOTh MOCTIHHOrO
posnoziny. Kpim Toro, Hama cucteMa Mo)Xe €KOHOMUTH TPOILIi JIKIIIE TOMY, 1[0 TOJIOBHHM ii PiOpUTETOM € e)eKTHBHE BUKOPHCTAHHS
eJIeKTpUYHOI eHeprii. Bci Mu 3HaEMO, 1110 €Hepris 3 BiIHOBIIOBAHUX JKEPEN JCIICBIIa, HiX 13 3aralbHOI eJIEKTPUIHOI MEpeKi, 1 cucTe-
Ma HaMaraeTbcsl BUKOpHUCTOBYBatH ii Ha 100%.

Kniouosi crosa- cucmema ynpaeninns, mepeosica neiponie;, NARX; Smart Grid; onmumizayis Jlesenbepea-Maprapoa; Baiiccigcoie
Pe2YNI0BAHHS.
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